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K-Nearest Neighbors

K-Nearest Neighbor (KNN) is one of the most common machine learning algorithms. It is

applied in image and video recognition, finance, political science, and healthcare. K-Nearest

Neighbor is used in financial institutions to predict customers’ credit ratings. It also indicates

whether it is safe or risky to disburse loans to customers. In political science, KNN classifies voters

into two categories: those who will vote and those who will not (Navlani). K Nearest Neighbor is

based on feature similarity. This algorithm is used in both regression and classification problems.

The K-Nearest Neighbors algorithm is non-parametric implying that the model structure is

determined from the dataset. KNN has no assumptions for underlying data distribution (Navlani).

This attribute is helpful as most real-world datasets have no mathematical theoretical assumptions.

Also, KNN is a lazy learning algorithm (Harrison). This algorithm does not need any training data

points to generate a model. All training data is used in the testing phase, making it slower than the

training phase (Navlani). The testing phase is also costly in terms of memory and time consumption.

In K-Nearest Neighbors, K is the number of nearest neighbors. KNN calculates distance,

finds closest neighbors, and votes for labels. These steps are demonstrated in the figure below.
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The value of K (number of neighbors) is chosen during model building. It is a controlling

variable for the prediction model. Various datasets have different requirements. Therefore, selecting

an optimal K value varies across different datasets. However, it is essential to note that choosing a

small value of K, means that the noise will have a higher influence on the result than selecting a large

K value. However, a higher value of K is computationally expensive. Generally, an odd number of K

is chosen if the number of classes is even. The images below show the KNN classifier building using

Scikit-learn.

This example uses KNN to create a model that predicts a class for a new data point based on

the features. This is what our dataset looks like.

We will start with K=1



Surname 3

Predictions and evaluations

Using the elbow method to choose a suitable K value

Retraining the model with K=23 has a lower error rate. The accuracy is higher (95%) than

when K=1 (90% accuracy).
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